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Abstract—Whole-system persistence (WSP) has recently at-
tracted more interest thanks to its transparency and performance
benefits over partial-system persistence where users are not only
burdened by complex persistent programming but also incapable
of using DRAM as LLC. Nevertheless, existing WSP work either
introduces high hardware cost or causes non-trivial performance
overhead. To this end, this paper presents LightWSP, a com-
piler/architecture co-design scheme that can achieve WSP in a
lightweight yet performant manner. LightWSP compiler parti-
tions program into a series of recoverable regions (epochs) with
their live-out registers checkpointed, while LightWSP hardware
persists the stores of the regions—whose boundary serves as
a power failure recovery point—enforcing crash consistency;
LightWSP leverages the battery-backed write pending queue
(WPQ) of a memory controller as a redo buffer, i.e., all stores are
first buffered in WPQ and then persisted together in non-volatile
memory (NVM) at each region end. In this way, no matter when
power failure happens, NVM is never corrupted by the stores
of the power-interrupted region, facilitating correct recovery.
In particular, LightWSP supports multiple memory controllers
on the cheap without costly speculation/misspeculation handling
mechanisms used by prior work. The experimental results with
38 applications show that LightWSP incurs only an average of
9.0% run-time overhead. This is on par with the state-of-the-art
work, that complicates the core microarchitecture significantly
with its intrusive design for memory controller speculation, yet
the hardware cost of LightWSP is near zero (0.5B per core).

I. INTRODUCTION

The emergence of non-volatile memory (NVM) technolo-
gies, exemplified by Intel’s Optane Persistent Memory [42],
has paved a new way for data persistence thanks to their irre-
sistible benefits, e.g., nonvolatility, high areal density, DRAM-
comparable speed, and byte-addressability1 [1], [2], [56], [61].
The upshot is that the core pipeline can directly persist the
data being stored to persistent memory (PM) with regular store
instructions. This allows program to achieve high-performance
data persistence without having to rely on slow block devices.

However, care must be taken to avoid crash inconsistency
across power failure. During program execution, a younger
store could be evicted (persisted) from cache to NVM before
an older one; if power failure occurs while the older is yet
to be persisted, it can lead to inconsistent NVM states in the
wake of the power failure. With that in mind, users typically
leverage transactions [20], [51], [59], [65], [95], [113] or
failure-atomic-sections (FASEs) [13], [21], [38], [48], [50],
[66], [96]—atop Intel Optane’s app-direct mode [45] where

1NVM DIMMs are attached to the regular memory bus as with DRAM
DIMMs.

NVM is used as persistent heap—to delineate a specific code
region and persist its data with crash consistency ensured. This
is so-called partial-system persistence (PSP) in that only the
stores of such user-defined code regions are to be persisted in
NVM.

While PSP looks promising for achieving data persistence
and crash consistency, it faces several challenges. First, to
ensure persistence, PSP either uses expensive persist barriers—
e.g., clwb and sfence in x86 processors—or relies on
dedicated hardware structures [51], [60], [80], [96], thus being
unable to achieve low-cost data persistence. Second, in PSP,
application-specific recovery code—tailored to data structures
being persisted—is often desired for performance reasons,
which places a significant programming burden on users [7],
[37], [91], [93], [111]. Third, PSP requires users to explicitly
manipulate the persistent heap with special memory allocator
and deallocator such as pmalloc/pfree [44], exposing
them to potential memory leaks. This further complicates
persistent programming and increases the risk of bugs [14],
[25], [29], [32]–[34], [58], [71]–[73], [76], [77], [82].

More importantly, it is quite challenging for PSP to exploit
DRAM as last-level cache (LLC) atop non-volatile main
memory. The reason is twofold: (1) existing technologies,
e.g., Intel eADR [41], cannot afford to keep volatile states of
terabyte DRAM from power failure; (2) DRAM is still used
as main memory in PSP—unlike Optane’s memory mode that
allows DRAM cache yet uses PM as volatile main memory
losing persistence. Consequently, PSP forfeits the benefit of
leveraging DRAM as LLC, though it is essential for high
performance; an ideal PSP scheme underperforms LightWSP,
that enables DRAM cache, by 46.8% on average for memory-
intensive applications and up to 160% for libquantum of
CPU2006 as shown in Figure 9.

As an alternative to PSP, whole-system persistence (WSP)
has recently attracted growing interest among researchers [15],
[19], [27], [53], [81], [98], [105], [108], [110]. Two unique
features of WSP drive this trend, i.e., transparency and per-
formance. WSP ensures persistence for all data of every kind
of program—including OS and libraries—with no source code
modification. Moreover, WSP can enable DRAM cache over
PM by using it as non-volatile main memory without com-
promising data persistence or crash consistency. Nevertheless,
existing WSP work is far from practical due to intrusive
hardware modification and/or high run-time overhead. For
example, Capri [53] resorts to over-complex redo+undo log-
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ging techniques for correct power failure recovery, causing
significant performance overhead—especially in the presence
of multiple memory controllers (MCs). While PPA [108]
achieves high performance with its simple recovery that re-
plays unpersisted stores in the wake of power failure, it
requires store operand registers to be intact, which is enforced
in the register renaming stage of the pipeline and thus increases
the critical path, giving significant pressure on the clock cycle
optimization. Recently, cWSP [110], the state-of-the-art, takes
a different recovery approach based on forming idempotent
regions [23], [66]–[69], [112] whose re-execution(s) across
power failure should produce the same designated output.
Despite the software-based idempotent recovery, cWSP ends
up changing both core microarchitecture and MCs to realize
its memory controller speculation that not only incurs recur-
ring communications between cores and MCs to track the
persistence status of each region but also requires special undo
logging hardware for misspeculation handling.

With the aforementioned in mind, this paper proposes
LightWSP, a compiler/architecture co-design scheme that
can achieve WSP in a lightweight yet performant manner.
LightWSP repurposes existing hardware components leaving
the core microarchitecture as is, e.g., Intel’s non-temporal
data path [47], [87] as a FIFO persist path—with the write-
combining buffer [46] disabled—and its battery-backed write
pending queue (WPQ) [43] as a redo buffer. To correctly
recover from power failure, LightWSP compiler partitions
program into a series of recoverable regions (epochs) with their
live-out registers checkpointed, while LightWSP hardware
persists the stores of the regions, whose boundary serves as a
power failure recovery point, enforcing crash consistency. That
is, all stores are first buffered in WPQ and then persisted in
PM at each region end as with buffered epoch persistency [54],
[80]. Therefore, no matter when power is cut off, PM is
protected against the stores of the power-interrupted region as
if it were not started, which facilitates correct power failure
recovery.

Although the region-level persistence requires persist order-
ing between regions (epochs), naive use of sfence at each
region boundary causes significant performance overhead. To
this end, LightWSP proposes a novel technique called lazy
region-level persist ordering that allows cores to execute a
region as soon as its preceding one finishes, by delegating
the persist ordering of regions to MCs; it is lazy in that the
ordering happens at the very end of the persist path, unlike
cWSP involving cores at the front in tracking how regions
persist. In particular, the lazy region-level persist ordering
works with no hassle even for multiple MCs; LightWSP
simply ensures that each MC is aware of the execution order
of regions and holds their stores until all of them arrive in
the WPQ to persist them all together. That way, even if the
stores of a younger region reach the WPQ—due to MC’s non-
uniform memory access—outrunning older regions, none of
the stores can ever persist before any other stores of older
regions do. The takeaway is that LightWSP can achieve high
performance for server-class manycore systems backed with

multiple MCs at a low cost.
The evaluation results with a total of 38 applications

from SPEC CPU2006/2017, SPLASH3, STAMP, NPB, and
WHISPER show that LightWSP only incurs a 9.0% run-
time overhead on average and near zero hardware overhead,
making LightWSP highly suitable for the implementation in
real silicon. The contributions of LightWSP are summarized
below:

• Ultra lightweight solution to practical whole-system per-
sistence, with only 0.5B per core hardware cost.

• Lazy region-level persist ordering that completely hides
persistence latency, allowing LightWSP to achieve high
performance, i.e., 9.0% average run-time overhead.

• High potential to work for the future CXL technology as
shown in Section V-F6.

II. BACKGROUND AND MOTIVATION

A. Non-Temporal Data Path

Intel classifies program data into two categories: temporal
data, expected to be reused, and non-temporal data, used once
and not likely to be reused shortly [47], [87]. To optimize
cache efficiency, it is advantageous to store only temporal data
in caches while not keeping non-temporal data there; caching
non-temporal data rather degrades the utilization of the caches
by occupying their space in vain, i.e., cache pollution. To
mitigate this issue, Intel processors are equipped with a non-
temporal data path that bypasses the entire cache hierarchy
and directly conveys the data from the store buffer to memory
via nt-store. Even though the non-temporal data path
was initially designed to minimize the cache pollution, prior
work [92] repurposed it—with its write combining buffer
disabled—as a persist path that we believe can be used to
achieve whole-system persistence [110].

B. Crash Inconsistency in Multiple Memory Controllers

While the non-temporal data path supports the FIFO order
of data placed therein, their final persistence can be out
of order in the presence of multiple memory controllers
(MCs) due to the non-uniform memory access (NUMA) effect.
Specifically, the distance between each core and the same
MC is different from each other, so the resulting core-to-
PM latency varies depending on where to persist. This is
problematic because LightWSP’s region-level (epoch) persis-
tency requires—for crash consistency—persisting regions in
order, i.e., stores should be strictly ordered across a region
boundary—though they can be reordered within each region
(epoch). Unfortunately, stores of a younger region may persist
before those of the older, provided the former target a near MC
while the latter do a far MC. To address this issue, prior work
either waits at each region end before moving on to the next
region, which incurs significant performance overhead [22],
[31], [51], [60], [80], or introduces complex hardware support
to guarantee that power-interrupted program can be recovered
from any inconsistent states [110].
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C. Whole-System Persistence (WSP)

To achieve data persistence and crash consistency while
enabling DRAM cache (LLC) atop PM (main memory),
whole-system persistence WSP could be the magic bullet.
Recent studies have explored techniques for WSP, and they
can be categorized as JIT-checkpoint-oriented and non-JIT-
checkpoint-oriented approaches2 to a large extent.

1) JIT-Checkpoint-Oriented Approach: This kind of design
takes advantage of a voltage monitor to detect impending
power failure that triggers necessary state saving right before
the outage—thus being called just-in-time (JIT) checkpointing.
For example, Narayanan et al. proposed to persist all volatile
data when power is about to be cut off—using the energy
remaining in a power supply unit (PSU) [81]. However, an
excessive amount of residual energy needs to be secured
to persist the deep cache hierarchy of modern manycore
processors [6], which gets worse for the off-chip DRAM cache
as in Intel Optane’s memory mode. According to LightPC [63],
another work that also exploits the residual energy to persist
volatile data, the server-class PSU can persist at most 64 cores
with 40MB cache, while standard ATX PSU can only do
at most 32 cores with 16KB cache. This implies that it is
impossible to persist the huge DRAM of typical servers with
the residual energy of PSU, i.e., simply JIT checkpointing all
volatile states upon power failure cannot achieve WSP at a
low cost.

2) Non-JIT-Checkpoint-Oriented Approach: With that in
mind, Jeong et al. propose Capri [53] that leverages a separate
data path connecting L1 cache to PM, i.e., data reaching the
cache should be persisted in PM through the persist path.
This allows Capri to avoid checkpointing all the volatile data
including the DRAM cache in the event of power failures.
For their correct recovery, Capri guarantees that all its data
are persisted in a region granularity and provides its regions
with hardware-based failure atomicity.

However, there are several problems making it hard to
deploy Capri in practice. First, Capri puts a huge bandwidth
pressure on its separate persist path, since every 8B store
generates a 64B cacheline flush—though the rest 56B remains
the same. Second, Capri incurs substantial hardware cost. To
guarantee failure-atomic region persistence, Capri introduces
two hardware queues per core, i.e., front-end and back-end
buffers whose entry maintains both undo and redo logs in
addition to data being stored, causing non-trivial hardware
cost (54KB per core). Last but not least, it is not clear how
Capri can be extended to support multiple MCs—that are
commonly found in today’s HPC and cloud servers—without
complicating its already expensive hardware support.

In light of this, PPA [108] puts forward a simpler design
that avoids complex logging mechanisms. The key idea is
that power-interrupted program can be correctly recovered
by replaying unpersisted stores when power comes back. To
realize this, PPA (1) enforces store integrity, i.e., the operand

2Although they may also use JIT checkpointing to save some necessary
status, it is not the main idea that characterizes their proposed techniques.

registers of stores must be held in a physical register file (PRF)
even after they are committed, and (2) JIT checkpoints the
PRF—including their registers and PC—upon power failure.
Whenever PRF runs out being incapable of enforcing store
integrity further, which serves as an implicit region (epoch)
boundary, PPA lets all pending stores persisted so that their
registers are reclaimed to resume the store integrity for the
next region. In the wake of power failure, PPA can thus
replay the stores of the power-interrupted region with their
registers restored and then resume from the interruption point
(through the checkpointed PC) to achieve correct recovery.
An an optimization, PPA tries to hide the latency of the store
persistence at each region boundary by eagerly writing back
every store as soon as it reaches L1 cache. That way, its
persistence can be overlapped with the execution of subsequent
instructions in the same region.

However, the effectiveness of the optimization hinges on
the length of a region, which is heavily affected by the PRF
utilization. For example, when program demands a lot of
physical registers in some phase, the resulting region would
not be long enough to have a sufficient amount of computation
therein for the complete hiding of the persistence latency. More
importantly, enforcing PPA’s store integrity turns out to be
expensive in terms of hardware cost. That is because PPA
introduces extra complexity to the critical path of the pipeline,
e.g., its renaming stage must ensure that the mapped physical
registers are not held for store integrity, thereby putting
significant pressure on the CPU’s clock cycle optimization.
Such an intrusive pipeline modification may hinder the wide
adoption of PPA in industry.

The state-of-the-art, cWSP [110], pursues a software-based
approach, seeking to minimize the cost of necessary hardware.
It leverages idempotent region formation for correct power
failure recovery [23], [66]–[69], [112]. The cWSP compiler
divides program into a sequence of idempotent regions—
with stores persisted in a region granularity—so that the re-
execution(s) of a power-interrupted region can produce the
same designated output. Thanks to the side-effect-free nature
of an idempotent region, cWSP can recover from power
outage(s) occurred in the middle of the region by simply
restarting it. To achieve high-performance crash consistency
in the presence of multiple MCs, cWSP never ensures in-
order persistence despite their NUMA effect. That is, before
the stores of a region complete their persistence, cWSP
speculatively persists the following regions’ stores with their
data undo logged guessing that the resulting out-of-order
persistence is not caught by power failure; this is so-called
memory controller speculation. In case of misspeculation, i.e.,
power failure, cWSP can revert the inconsistent PM states by
consulting the undo logs and resume from the end of the most
recently persisted (non-speculative) region for recovery.

Unfortunately, maintaining the speculation status of regions,
i.e., identifying which regions are speculative and which are
not, makes cWSP’s core and MCs continuously communicate
with each other to keep track of whether each region has
completed the persistence of all its stores. This leads to
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intricate hardware modification for both cWSP’s core mi-
croarchitecture and its MCs. In particular, the MCs need
additional hardware support to reduce the delay of each PM
write which is caused by the undo logging—that must copy
the original data before the write. Since this delay is imposed
on virtually all stores (though it is mitigated), cWSP may
cause significant performance degradation especially for write-
intensive workloads. Given all this, there is a compelling need
for lightweight yet performant WSP that can be practically
realized at a low cost.

III. LIGHTWSP APPROACH

The goal of LightWSP is providing a lightweight solution
to whole-system persistence (WSP) without compromising
on performance. Figure 1 shows the architecture overview
of LightWSP. It repurposes the non-temporal path for data
persistence and exploits compiler/architecture interaction for
low-cost power failure recovery; the compiler generates re-
coverable regions, while the architecture is responsible for
their crash-consistent execution (§III-A, §III-C). As shown
in the figure, LightWSP leverages MC’s battery-backed write
pending queue (WPQ) as a redo buffer, i.e., each region’s
stores are first buffered in their target WPQ so that they
later persist together failure-atomically. For high-performance
data persistence, LightWSP proposes lazy region-level persist
ordering (LRPO) that allows cores to execute regions without
persistence delay across boundary, while enforcing their persist
order in the background (§III-B). In particular, LightWSP
guarantees correct persist order even for multi-threaded pro-
gram with no hassle (§III-D) thanks to its simple LRPO and
recovery mechanisms (§III-E). The rest of this section gives
the overview of LightWSP’s design components.

Core Core

L1DCache L1DCache

PMOff-chip
DRAM Cache

Regular Path
Persist Path

Integrated Memory Controller WPQ Integrated Memory Controller WPQ

Off-chip
DRAM Cache

Front-end 
Buffer

Front-end 
BufferSB SB

Core

L1DCache

Front-end 
BufferSB …

On-chip Caches

PM

Fig. 1. LightWSP overall architecture; grey signifies non-volatile parts.

A. Region-Level Persistence

To avoid expensive JIT checkpointing, LightWSP exploits
the non-temporal path3 for data persistence in an 8B granular-
ity (c.f., 64B for Capri). This implies that LightWSP cannot
resume program from the point of power failure on which
JIT-checkpoint-oriented approaches (§II-C1) persist PC to pick
up thereafter (i.e., roll-forward recovery). Instead, LightWSP

3LightWSP repurposes Intel’s write-combining buffer (WCB) as the front-
end buffer alongside the store buffer to release its stores as soon as possible.

resorts to roll-back recovery using region-level persistence [4],
[16]–[18], [114] where power failure in a middle of a region
can be recovered by directing the PC back to the beginning
of the unpersisted region in the wake of the failure. For this
purpose, LightWSP compiler partitions program into a series
of recoverable regions with live-out registers checkpointed via
store instructions. In particular, LightWSP regards a region as
persisted only after all its stores reach their target MCs. To
equip each region with failure atomicity, LightWSP should
ensure that all stores of the region persist in an all-or-nothing
fashion.

LightWSP realizes this by (1) tagging stores with their
region ID, (2) broadcasting the ID at each region end (i.e.,
boundary) to MCs for them to be aware of (un)persisted
regions, and (3) gating the battery-backed WPQ of MCs which
guarantees to flush only the entries of persisted regions to
PM upon power failure. That is, WPQ quarantines (gates) the
stores of each region until it is persisted, in which case its
quarantined stores can finally commit to PM in a bulk manner.
If power failure occurs before the region ID is broadcast to
MCs, i.e., the region has not reached the end, its every store
quarantined in their WPQs are discarded without affecting
the PM states. In this way, LightWSP can correctly recover
from power outages no matter when they occur in that PM
always remains consistent—which serves as a basis for its
crash consistency.

B. Lazy Region-Level Persist Ordering

While the region-level persistence requires persist ordering
between regions for correct recovery, naive use of sfence
at each region boundary causes significant performance over-
head. To this end, LightWSP proposes lazy region-level persist
ordering (LRPO) that allows cores to start their region without
waiting for the prior region to persist by offloading the enforce-
ment of regions’ persist order to MCs. With the help of LRPO,
the persistence latency of a region can be overlapped with the
execution of the following region(s), as shown in Figure 2.
Since the ordering is enforced at the end of the persist path,
i.e., MCs, it is called lazy region-level persist ordering.

Store 1
Store 2

…
Bdry (Store PC)

Store 3
Store 4

…
Bdry (Store PC)

Store 5
Store 6

…
Bdry (Store PC)

Source
Program Compiler

…

St 1-reg ID:1
Bdry-reg ID: 1
St 3-reg ID: 2
Bdry-reg ID: 2
St 5-reg ID: 3

St 2-reg ID:1
Bdry-reg ID: 1
St 4-reg ID: 2
Bdry-reg ID: 2
St 6-reg ID: 3

Region 1

Region 2

Region 3

Timeline

Region persist

Region persist

Overlap

Overlap

Offload to MCs
Offload to MCs

WPQ in MC1 WPQ in MC2

Triger flush

Triger flush

WPQ size

Tag region ID

Tag region ID

Tag region ID

Broadcast

Broadcast

Flush stores 
whose reg ID = 1

Flush stores 
whose reg ID = 2

Region 1

Region 2

Region 3

Region N

…

Fig. 2. Lazy region-level persist ordering.

The beauty of LRPO is that it just works fine for mul-
tiple MCs, unlike cWSP complicating its base design to
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support them; more details are deferred to §IV-B. Note that
LightWSP’s LRPO is fundamentally different from PPA’s
region-level asynchronous persistence. To clarify, PPA’s store
persistence starts right after the stores are merged to L1 cache,
performing in parallel with the subsequent instructions of the
same region, not the following region(s). In other words, PPA
can only hide the persistence latency with its in-region ILP—
whereas LightWSP can with cross-region ILP that overlaps
the persistence latency of a region with the execution of those
instructions from many following regions. At each hardware-
delineated region boundary of PPA, if any of preceding stores
has not finished its persistence yet, the pipeline must stall until
they are all persisted.

C. Region Partitioning

There are two main goals of the region partitioning: (1)
guaranteeing the failure atomicity of region-level persistence
and (2) mitigating core pipeline stalls under LRPO. First,
for the failure atomicity, the store count of each region must
not exceed the size of WPQ to prevent its overflow to keep
PM states intact. Otherwise, they could be corrupted by the
stores of any power-interrupted region which are spilled to
PM. Second, since LRPO lets cores push stores to WPQs—
via persist paths—with no delay across regions, WPQs’ flush
rate might not keep up with cores’ push rate. In this case, the
WPQs quickly fill up and thus exert back pressure on the core,
thereby stalling the pipeline. To mitigate this issue, LightWSP
compiler limits the region size. This is because a shorter region
takes less time to be flushed and leaves more space for WPQs,
which allows them to accommodate stores from consecutive
regions without stalls.

With the aforementioned in mind, LightWSP puts a cap
on how many stores can ever exist in each region. Based on
empirical analysis, LightWSP compiler sets such an in-region
store count threshold to half of the WPQ size (see §IV-A
for details). As a result, WPQ can accommodate at least two
regions’ stores without waiting for the persistence latency, i.e.,
each region can have its stores inserted to WPQ before the
prior region’s stores are all committed to PM. Nonetheless, it
turns out that even with the half-of-WPQ threshold, WPQ can
handle stores from more than two regions most of the time.
The reason is two-fold: (1) the number of stores in each region
is usually smaller than the threshold (§V-G3); (2) WPQ starts
to flush the stores of a persisted region immediately after
receiving its region ID (boundary shown as right arrows in
Figure 2), giving room for the second next region.

In particular, there is a special case where the guarantee
of zero WPQ overflow needs to be relaxed for deadlock
avoidance. For instance, under multi-threading (or processing),
WPQ might be fully occupied by stores of many regions with
none of the regions being persisted, which leads to a deadlock.
That is because WPQ here waits to receive the region IDs
(boundaries) to make room with flushing, while it cannot
accommodate any of them due to the lack of room. However,
this case turns out to be very rare; §IV-D shows how LightWSP
handles the case.

D. Ensuring Persist Order in Multi-Threaded Program

The persist paths of different cores operate concurrently,
and their stores may arrive at MCs in an arbitrary order. Thus,
care must to taken to enforce the inter-thread persist order
for multi-threaded program with conflicting data accesses.
For example, in the presence of inter-thread dependencies,
e.g., WAW (write-after-write) and RAW (read-after-write), the
persist order may be disrupted unless the memory access order
is preserved. However, unlike the prior work [31], [60], [80],
LightWSP cannot simply preserve the order by leveraging
cache coherence in that its persist paths bypass caches.

To this end, LightWSP takes advantage of the unique char-
acteristic of data-race-free (DRF) program4, i.e., the conflicted
memory accesses of concurrent threads must be explicitly
managed in program by a synchronization primitive to order
them strictly. For instance, programmers should protect such
memory accesses using locks/semaphores or custom signal-
wait mechanisms properly implemented for the underlying
memory consistency model.

In order to follow the original happens-before order that
is dynamically established by synchronization primitives,
LightWSP compiler inserts region boundaries when encoun-
tering their instructions, e.g., memory fences or atomic oper-
ations. This allows the happens-before order to be derived by
the region execution order that is conveyed MCs—to let LRPO
comply with the order for its persistence (see more in §IV-C).

E. Failure Recovery Protocol

With the help of LightWSP’s region-level persistence
(§III-A), it is quite simple to recover from power failure no
matter when it occurs. Upon power failure which is detected
by the voltage monitor, MCs check the region persistence
status by leveraging a region ID so that their WPQ can flush
only those entries from persisted—thus keeping the PM states
consistent; all other entries in the WPQ naturally disappear
with the power failure. When power comes back, LightWSP
lets each core resume the power-interrupted program from the
beginning of the latest unpersisted region, i.e., the end of the
most recently persisted region, for correct recovery (see §IV-F
for more details).

IV. IMPLEMENTATION DETAILS

A. LightWSP’s Compiler

Threshold Determination: As a criterion for the region
formation (§III-C), LightWSP compiler requires a threshold
of store count per region which technically limits how many
stores can exist in each region. To suppress the WPQ overflow,
our threshold is empirically set as half of the WPQ size so
that the WPQ can accommodate stores from at least two
regions without stalls. At first glance, one might want to
pick a threshold a lot smaller than the half to reduce the
WPQ pressure for fewer stalls; however, this results in many
tiny regions and in turn increases the number of checkpoint

4Existing persistent programming models already assume DRF program as
their target [13], [38], [48], [66]
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Fig. 3. The workflow of LightWSP compiler; yellow indicates newly added LLVM passes.

stores for saving their live-out registers, thereby leading to
potential performance degradation. Despite, a large threshold
is not necessarily better than the small one; compared to a
small threshold, the WPQ under a large one quarantines more
stores per region for a longer time, which effectively increases
the WPQ pressure and possibly makes the following region(s)
wait for room in the WPQ. According to our experiment for
exploring the threshold, setting it as half of WPQ can achieve
high region-level persistence efficiency, while reducing the
number of necessary checkpoint stores to the most. In fact,
our threshold accomplishes virtually no structural hazard on
WPQ (§V-C), and therefore it rarely exerts back pressure on
the core pipeline via the persist path. That is, LightWSP’s
region-level persistence incurs near-zero pipeline stall!

Overall Workflow: LightWSP compiler performs region
partitioning with WPQ size in mind as inspired by previous
work [4], [16]–[18], [106], [114]. This optimization is con-
ducted at the LLVM MIR level and is scheduled after register
allocation. The overall workflow is depicted in Figure 3. To
clarify, during the region partitioning process, the compiler
counts the number of stores while traversing the control
flow graph (CFG) of the program. When the store number
reaches the predefined threshold (i.e., half of the WPQ size),
LightWSP compiler inserts a region boundary instruction.
Then, the compiler analyzes the live-out [5] registers in each
region and checkpoints them to the checkpoint storage—
indexed by register number—in PM. At each region end
(boundary), the program counter (PC) is also stored (check-
pointed) to serve as a recovery point in case the following
region gets interrupted by power failure.

However, it is challenging to perform the region partitioning
and the live-out register checkpointing together due to their
circular dependence. On the one hand, the region partitioning
pass determines where to place region boundaries and there-
fore affects live-out registers in each region. On the other hand,
the live-out register checkpointing pass inserts more stores,
which in turn affects where to place region boundaries. For
this reason, LightWSP compiler takes the same strategy as
prior work [17], [18], [39], [53], [57], [70], [106], [107], [109],
[114] to break the circular dependence as demonstrated in the
following.

Initial Region Boundary Insertion: LightWSP compiler
first treats function callsites as region boundaries. Then, it
inserts a region boundary at the entry and exit points of each
function. In particular, to avoid the number of stores exceeding
the threshold during loop execution, LightWSP compiler also
places a region boundary at the header of every loop—unless
it has no stores. That way, each loop iteration forms a region;

of course, additional boundaries are placed in the loop body, if
necessary, to ensure that no region therein has more stores than
the threshold. In addition, as discussed in §III-D, the compiler
also inserts region boundaries when meeting memory fences
and atomic operations to guarantee correct persist order for
multi-threaded program.

Checkpoint Store Insertion: With these initial region
boundaries in mind, LightWSP compiler performs liveness
analysis [5] over the partitioned CFG to figure out live-out
registers in each region. To facilitate this, the compiler splits
the basic blocks that have region boundaries therein, ensuring
that regions always start at the beginning of basic blocks;
this simplifies the computation of live-out registers of each
region. For the resulting live-out registers of each region,
LightWSP compiler inserts store instructions—to checkpoint
the registers—right after their last update point in the region.

Region Formation: Then, LightWSP compiler tries to com-
bine the initial regions with store counts below the threshold
into larger ones by traversing CFG again in topological order.
By doing this, the compiler can enlarge the region size and
usually eliminate many checkpoint stores, since some live-
out registers of a combined region are no longer live-out if
the following region redefines the registers. After the region
combining, the store count of the merged region may exceed
the store threshold. If this occurs, the compiler places a new
boundary within the region to ensure its stores never exceed
the threshold and recalculates the number of live-out registers
of the newly partitioned regions. This combining/repartitioning
process is repeated until no region has more stores than the
threshold, effectively resolving the issue of the aforementioned
circular dependence. Nevertheless, it is important to note
that the resulting regions do not necessarily have exactly the
same number of stores as the threshold; instead, the threshold
indicates the maximum number of stores allowed per region.

Region Size Extension and Checkpoint Pruning: Placing
region boundaries at the beginning of each loop header can
result in numerous small regions if their loop bodies contain
only a few stores. This can increase checkpoint stores due
to additional live-outs across that many region boundaries.
To address this issue, for loops with known iteration counts,
LightWSP compiler leverages loop unrolling to enlarge the
region size. Besides, for other loops with unknown itera-
tion counts, the compiler utilizes the speculative loop un-
rolling [39], [53] to extend the region size. The idea is
that the compiler duplicates the loop body and the loop
exit condition simultaneously while enforcing the store count
threshold. As a result, LightWSP compiler can form almost
3x longer regions and reduce checkpoint stores by 3x as well.
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In addition, to further reduce the checkpointing overhead,
LightWSP compiler also leverages checkpoint pruning, i.e.,
it removes live-out checkpoints if their register values can
be reconstructed using other checkpointed values available at
recovery time [15], [49], [53], [57].

Checkpoint Storage Management: Since checkpoint stores
have fixed destination addresses, it allows the saved register
values to be accessed via an index within an array during
power failure recovery. Given this, LightWSP compiler al-
locates a PM-resident global array where all registers are
mapped to dedicated slots, e.g., r0 is mapped into the index
zero. This is feasible because the number of architectural
registers is already defined by the ISA. In the wake of power
failure, LightWSP recovery runtime gets all necessary register
values ready by reloading from the checkpoint storage or
reconstructing from the reloaded values in order to achieve
correct recovery.

I/O Functions: Supporting irrevocable operations such as
I/O operations has still remained an open problem. However,
recall that LightWSP compiler places region boundaries at
each function call, and therefore those functions that im-
plement I/O operations are considered separate regions. We
believe LightWSP can handle I/O operations by checkpointing
the necessary status before the I/O operations start, allowing
power-interrupted I/O operations to be restarted in the wake
of power failure.

B. Persist Order Guarantee under Lazy Region-Level Persist
Ordering

Due to LRPO and WPQ-size aware region formation, WPQ
is populated with stores from several regions. However, the
persist order of the regions does not necessarily match with
their execution order in the presence of multiple MCs that lead
to non-uniform memory access (NUMA) (§II-B). That is, the
stores of a younger region could arrive at WPQ before the
old one’s stores. LightWSP addresses the problem by making
MCs aware of the region execution order and enforcing the
correct persist order. To achieve this, LightWSP (1) tags stores
with their region ID and (2) broadcasts the ID at the region
end. First, all stores leaving store buffers are tagged with HW-
managed counter region ID—encoded as the first 16 bits
of the address which are unused in modern OS5. Second, at
each region end (boundary), i.e., the PC-checkpointing store
tagged with the region ID, it is broadcast to MCs and then
atomically increases by 1. That way, for WPQ entries of the
MC, it can identify which regions they belong to and infer the
execution order of the regions.

On the other hand, each MC manages a flush ID that
refers to the latest unpersisted region. It increments by 1 when
a region is committed, i.e., all of its stores are flushed to PM.
Once MCs receive region ID (‘bdry: Store PC’ in Figure 2),
it triggers the flush of the region’s stores buffered in their
WPQ. For this purpose, LightWSP makes the WPQ flush
only those entries whose region ID matches with the flush ID;

5Thus, each store needs only one bus transaction as usual.

any mismatched WPQ entries—from younger region(s)—still
remain until the flush ID gets updated for matching. Note that
the flush ID is stored in a dedicated persistent register which
is managed by controller logic in MC as with the previous
work [115].

The following demonstrates a complete process of how a
region is persisted to PM. When a region finishes, its region
ID (boundary) is broadcast to all MCs through a NoC router6.
If all MCs receive the boundary (i.e., the region is persisted),
their WPQ starts flushing the entries if matched. To make
sure the boundary reaches all MCs, any MC sends bdry-ACKs
to other MCs upon receiving the boundary. Once each MC
obtains the ACKs from all other MCs, i.e., the broadcast ID
(boundary) has reached all MCs, its WPQ starts to flush the
stores whose tagged region ID is the same as the flush ID of
the MC. After flushing them all, the MC sends flush-ACKs to
other MCs, which is necessary to update the flush ID of other
MCs, in case the stores of a region are spread to all MCs.
After each MC gets the ACKs from others, it recognizes that
the region—whose ID matches with the flush ID—is finally
committed, thus increasing its flush ID.

In particular, a couple of things worth mentioning. First,
such in-flight communication of both ACKs is guaranteed
to reach their targets in the event of power failure by us-
ing MC-resident battery—that is anyway necessary to keep
WPQ in the persistence domain as with Intel ADR. Second,
LightWSP’s LRPO can naturally hide the latency of the
ACKs communication—that can be built atop Intel QuickPath
Interconnect (QPI) offering a bi-directional bandwidth of 25.6
GB/s [40]. The takeaway is that LightWSP ensures correct
persist order under LRPO on the cheap.

C. Persist Order Guarantee in Multi-Threaded Program

To recognize the happens-before order dynamically formed
by synchronization primitives of multi-threaded program,
LightWSP compiler inserts a region boundary, i.e., the PC-
checkpointing store, before their instructions such as memory
fences and atomic operations. That way, the region ID can be
updated at the synchronization point, allowing the sequence of
the ID to reflect the happens-before order of threads—even if
they touch the same region in a critical section. In particular,
LightWSP saves/restores the region ID across context switches
to virtualize it. Without virtualizing the region ID, a thread,
that was once scheduled out in the middle of a critical section,
could not tag its stores with the correct region ID when it is
scheduled back in.

Figure 4 exhibits an example of how LightWSP achieves
the correct persist order of regions in multi-threaded program.
Suppose three threads enter a critical section based on their
happens-before order, i.e., Thread 1 → Thread 2 → Thread 3.
The region ID with which their stores are tagged atomically
increases by 1 whenever a boundary is reached (§IV-B), i.e.,
N, N + 1, and N + 2 shown in the figure; for the sake of

6Based on FIFO buffer, store orders are guaranteed.
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simplicity, we here ignore the effects of the first boundary
assume that all stores target a single MC.

When Thread 1 leaves the critical section releasing the lock,
i.e., it reaches the second boundary in the figure broadcasting
the region ID (N), the MC recognizes this with bdry-ACKs
exchange and triggers its WPQ to start flushing the store of
the thread (❶). Although the WPQ already buffers a store
of Thread 2 (top green WPQ entry in the figure) before
receiving Thread 1’s boundary, LightWSP enforces the correct
persist order of the threads’ stores—which follows the original
happens-before order—with matching their region ID. That is,
the WPQ only flushes Thread 1’s stores to PM. After flushig
them all, which is notified by flush-ACKs exchanges, the MC
updates its flush ID to N + 1 (§IV-B). Finally, the same process
is repeated for Thread 2 (❷) and Thread 3 (❸).

Critical Section

Thread 1 Thread 2 Thread 3
WPQ

⓿ Current Region ID: N
Current MC flush ID: N

Tim
e O

rder

St 1 Region ID: N 

St 2 Region ID: N 

St 3 Region ID: N 

St 1 Region ID: N + 1 

Bdry (Store PC) Region ID: N 

St 2 Region ID: N + 1 

St 3 Region ID: N + 1 

St 1 Region ID: N + 2 

Bdry (Store PC) Region ID: N + 1 

St 2 Region ID: N + 2 

St 3 Region ID: N + 2 

Bdry (Store PC) Region ID: N + 2 

❶ Trigger WPQ flush; 
flush stores whose Region 
ID == N; flushID[MC]++.

❷ Trigger WPQ flush; 
flush stores whose Region 
ID == N + 1; flushID[MC]++.

❸ Trigger WPQ flush; 
flush stores whose Region 
ID == N + 2; flushID[MC]++.

St 1,
St 2,
St 3,

Bdry

Bdry

Happens-
before order

Fig. 4. An example of LightWSP persist order guarantee with multi-threads.

D. Deadlock Resolution
With multithreading or multiprocessing, a deadlock may

occur as discussed in §III-C. For deadlock detection, each
MC leverages a single bit to indicate whether it contains a
region ID (boundary) corresponding to the flush ID. When a
WPQ gets full, LightWSP checks if the bit is 0, i.e.,, absence
of the boundary in the WPQ thus detecting a deadlock—as
the WPQ has no room to receive any boundary for which its
entries wait. To resolve such a detected deadlock, LightWSP
exceptionally lets the WPQ overflow yet with fallback, i.e.,
the WPQ flushes stores of the region—corresponding to the
current flush ID of MC—with them undo-logged. Here, the
MC declines other regions’ stores but only accepts the stores
of the currently persisting region until the WPQ receives the
corresponding region ID (boundary). In particular, care must
be taken for correct recovery of power failure in case it occurs
before the region ID (boundary) is received. In the wake of
the power failure, LightWSP first restores the original memory
values using their undo log if they ended up being overwritten
by the WPQ overflow. Note that according to our experiment,
the undo logging does not a significant performance overhead
given that the deadlock rarely occurs; see §V-F5.

E. The Size of WPQ
Recall that the region partitioning threshold is determined

by WPQ size, and a smaller region size tends to result in

more checkpoint stores, leading to performance degradation.
Thus, the WPQ size of LightWSP should be sufficiently large
but not too much considering the resulting hardware cost.
Previous work [35], [60], [101] has deployed 4KB WPQ (64
entries with 64B data granularity), while some designs [53],
[100] have utilized 1KB WPQ size (16 entries with 64B data
granularity) or 8KB WPQ size (128 entries with 64B data
granularity) [3]. However, as revealed by prior work [97], the
WPQ in commodity integrated memory controller (iMC) is
only 512B (8 entries with 64B data granularity). Hence, to
align LightWSP’s design with the practical configuration, we
set LightWSP’s WPQ size to 512B as well with 64 entries (8B
granularity). Note that the size of the front-end buffer aligns
with the WPQ size, and it is also set to 64 entries.

F. Power Failure Recovery

When power failure occurs, LightWSP conducts a series
of actions regarding the flush ID—which indicates the latest
unpersisted region (§IV-B). Note that the flush IDs in MCs
may be different from each other at the point of power
failure—because perhaps only one MC receives all the flush-
ACKs by the point, while other MCs are still waiting for the
in-flight ACKs. However, those in-flight ACKs are guaranteed
to reach their target MCs by leveraging battery power as
discussed in §IV-B. Despite power failure, MCs can thus still
update their flush ID and start to flush their WPQ.

Specifically, in the event of power failure, LightWSP per-
forms the following steps: (1) In case bdry-ACKs and flush-
ACKs are on their way, MCs wait a fixed amount of time,
i.e., worst-case ACK communication latency, to ensure that
the in-flight ACKs reach their destinations; LightWSP opts for
this—rather than retrying the ACKs exchange across MCs—
to simplify the remaining steps. (2) MCs retrieve the current
flush ID that must be the same across all MCs, whether or not
flush ID has just been updated by the failure-atomic ACKs
communication in Step 1; recall that such a per MC flush ID
is updated only after the MC gets flush-ACKs from all other
MCs (§IV-B). (3) To commit only the WPQ entries (stores) of
persisted region(s), each MC scans its WPQ entries to check if
their tagged region ID matches with the flush ID of the MC, as
long as it has received the corresponding bdry-ACKs from all
other MCs; the implication is that those entries being flushed
belong to persisted region(s). (4) Each MC sends flush-ACKs
to other MCs; once the ACKs are fully exchanged among all
MCs, the region is committed. (5) Repeat the process from
Step 1 to Step 4 until there is no more WPQ entry of any
persisted region. (6) All WPQs discard their remaining entries
that must be a part of unpersisted region(s).

In particular, LightWSP’s recovery process is simple and
fast. In the wake of the power failure, LightWSP just resumes
the interrupted program from the recovery point7, i.e.,, PC
referring to the beginning of the latest unpersisted region, with
its input registers restored from their checkpoint.

7region ID is restored by reading the flush ID.
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G. Buffer Snooping
LightWSP has two different data paths, i.e., the regular data

path (caches) and the non-temporal data path. Due to the deep
cache hierarchy, cache writeback data virtually always reaches
the target MC later than the data placed on the persist path
does [51], [92]. However, though chances are extremely low,
the cache writeback data may reach the MC earlier, which can
break the correct region persist order. Figure 5 shows such an
example for which there are two regions; their stores share
the same address (i.e., A = 1 and A = 2). Now, suppose A is
evicted from LLC after several instructions following A = 2.
Most of the time, the persist path is faster and thus yields an
arrival order of ❶→❷→❸, in which case the persist order
is enforced correctly. However, in some rare cases, the order
might change e.g., because of the memory scheduling delay in
the MC or a particular access pattern of program that evicts
the cacheline quickly. In this case, other two arrival orders
❶→❸→❷ or ❸→❶→❷ would be possible—though ❶→❷
are always serialized by the FIFO persist path. Under the epoch
persistency model [54], [80] that allows in-region ordering
yet bans cross-region one, the former case (❶→❸→❷) is
allowable, whereas the latter case (❸→❶→❷) is prohibited
due the inability to ensure the persist order of the two regions.

A =1

A =2

region 1

region 2

…

…

…

…

PM

❸A is evicted from LLC, A = 2

❶ A = 1

Regular Path Persist Path

❷ A = 2

Fig. 5. An example of corrupted persist order.

To prevent such a problem, LightWSP silently drops the
dirty cacheline eviction from LLC. However, this may cause
a stale-load problem as shown in Figure 6. Suppose that a
CPU executes store and load instructions, that have the same
address to the cache block A, in sequence. Here, St A first
completes and reaches LLC after a while (❶). Then, LLC
evicts the block A silently dropping it (❷). After that, Ld A
encounters an LLC miss so it lets the MC fetch the block (❸).
However, this fetch occurs while St A is still pending on the
persist path. That is why the block brought from PM for the
load is not up to date value (❹). Unfortunately, the data of St
A is arrived at the MC too late (❺), thus causing the stale-load
problem.

Taking this into consideration, LightWSP proposes a simple
buffer-snooping to guarantee that a store always reaches MCs
earlier than the cacheline eviction. To achieve this, whenever
a dirty cacheline eviction happens in L1 cache, LightWSP
consults the front-end buffer (via CAM search) to check
whether the same data exists therein. If the conflicting entry is
found in the buffer (which is said buffer conflict), LightWSP
attempts to find another conflict-free victim in the same set

Regular Path       Persist Path       Time Order

CPU

LLC

iMC

St A

A

Ld A

AFetch A

Stale load

❶

❷
Silently drop

❸

❹

❺

Fig. 6. Stale load problem.

for eviction without unnecessary delay—unlike cWSP [110]
which always waits until the entry data persists. To elaborate,
if a cacheline in the set also conflicts with any front-buffer
entry, LightWSP tries another cacheline and consults the buffer
again. This process continues until conflict-free victim is
found. In the worst case where the cachelines of the set are all
conflicted, the eviction is delayed until the conflicting entry of
the buffer is removed—after its data reaches the MC’s WPQ
with the resulting ACK received by the buffer. In this way,
LightWSP can prevent the stale-load problem.

Note that the front-end buffer snooping happens when there
is a dirty cacheline eviction in L1 caused by its cache miss.
Thus, the search latency (2 cycles; see §V-G2) is hidden by
L2 cache access (44 cycles, Table I), and thus never affect
the performance. However, the snooping technique impacts
L1 cache replacement behaviors and may cause performance
degradation. Despite, in our evaluation, due to the deep cache
hierarchy, such buffer conflicts are rare and seldom influence
performance (see Section V-F3).

H. LLC Load Miss Handling

In the event of an LLC read miss, the requested data might
still remain in WPQ. However, LightWSP cannot serve the
LLC read miss request from WPQ since the different data
granularity, i.e., 8B (WPQ) vs 64B (cacheline). Nevertheless,
we found out that WPQ hit rate is quite low (only 0.039 hits
per million instructions; see §V-G1). Given this, whenever a
memory controller receives a load request, LightWSP simul-
taneously loads the data from PM and searches WPQ (CAM
search). Fortunately, this WPQ search latency can be hidden
by the PM load with no extra actions needed. The reason is
two-fold: (1) WPQ search (2 cycles; see §V-G2) is faster than
PM load, and (2) most of the time, the LLC read request
encounters a WPQ miss. While chances are low, the request
could lead to a WPQ hit. In this case, LightWSP just drops the
previous PM load and reloads the data from PM after the WPQ
hit entry is flushed into PM. Note that during the period that a
WPQ hit is waiting for its flush, the memory controller can still
handle other LLC miss requests in the way mentioned above.
That is, both PM load and WPQ search happen in parallel.
However, although WPQ hit increases the LLC miss handling
time which is thoroughly modeled in our evaluation, the ultra-
low WPQ hit rate makes it possible for LightWSP to maintain
its high performance.
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TABLE I
SYSTEM CONFIGURATION

OS Ubuntu 18.04 and Linux Kernel 5.4.46

Processor 8-core 4-width OoO processor at 2 GHz,
ROB/IQ/SQ/LQ: 224/97/56/72

L1 ICache 32KB/core , 8-way, 64B block, 3 cycles
L1 DCache 64KB/core, 8-way, 64B block, 4 cycles

L2 Cache 16MB shared, 16-way, 64B block,
inclusive, 44 cycles

DRAM Cache (LLC) shared direct-mapped 4GB, DDR4 2400 8x8
PMEM 32GB, read/write=175ns/90ns [100], [102]

Memory Controller 2 MCs, 2 channels/MC
64-entry 8B-granularity WPQ

Persist Path 20ns worst-case latency and
4GB/s bandwidth on-chip network [51], [92]

Front-end Buffer 64-entry FIFO queue

V. EVALUATION

A. Methodology

We implemented LightWSP’s compiler techniques de-
scribed in §IV-A in the LLVM 13.0.1 compiler infrastruc-
ture [62]. All evaluated programs including OS and runtime
libraries are compiled with the default -O3 flag in addition
to enabling our compiler optimizations. We conduct all our
experiments on top of the gem5 [10] simulator. It models
an Intel Skylake-X 8-core (one hardware thread per core)
processor that has two integrated memory controllers (iMC),
each of which manages a DRAM cache as an off-chip direct-
mapped cache as in Intel PMem’s memory mode. Table I
shows detailed configurations.

We evaluated LightWSP with both single-threaded (SPEC
CPU 2006/2017 [11], [36]) and multi-threaded (Splash3 [89],
NPB-CPP [75], STAMP [79] and WHISPER [80]) bench-
marks. Our default WPQ size is 64, and the store threshold
in each region is 32, i.e., half of the WPQ size. In particular,
we set the bandwidth of persist path (non-temporal data path)
to 4GB/s as prior work does [92]. We ran these benchmarks
using the full-system simulation mode of the gem5 with Linux
Kernel 5.4.46 compiled by LightWSP’s compiler. Therefore,
the OS code is partitioned to a series of recoverable regions
with their live-out registers checkpointed and pruned (§IV-A).
For SPEC CPU2006/2017, we fast-forwarded 10 billion in-
structions and simulated the following 5 billion instructions—
excluding region boundary (i.e., PC-checkpointing store) and
other checkpoint store instructions. On the other hand, we
simulated the entire program execution for STAMP, NPB-CPP,
WHISPER, and SPLASH3. Lastly, all results are normalized
to the unmodified program that does not have region boundary
and checkpoint stores.

Our baseline is Intel Optane PMem’s memory mode with the
original binary. That is, the baseline does not offer persistency
or crash consistency, though it takes advantage of the DRAM
cache. For performance evaluation, we compare LightWSP
with Capri, PPA, and cWSP. In particular, we made some
necessary changes to Capri’s source code—which we got
from the authors—to make it accommodate multiple memory
controllers (MCs).

B. Performance Evaluation

Figure 7 shows the slowdown of Capri, PPA, and LightWSP
for benchmarks from SPEC CPU2006/2017, STAMP, NPB-
CPP, SPLASH3, and WHISPER. Compared with the baseline,
Capri, PPA, and LightWSP incur 50.5%, 8.1%, and 9.0% run-
time overhead, respectively. As discussed in §II-C, Capri’s
greater data granularity imposes significant bandwidth pres-
sure on its dedicated persist path, resulting in a non-negligible
performance overhead when operating at a 4GB/s bandwidth.
It is worth noting that Capri’s run-time overhead can be
reduced to around 20% with its default setting, i.e., 32GB/s
bandwidth, but such high bandwidth might not be practical. In
particular, to ensure correct persist order with multiple MCs,
Capri must stop the traffic of its separate data path until all
the previous region’s stores are flushed in PM, leading to non-
trivial performance degradation. Notably, LightWSP achieves
similar performance with the pure hardware approach PPA
which is beneficial from LightWSP’s lazy region-level persist
ordering (LRPO), hiding most of the persistence delay at
each region end (§III-B). Even though PPA achieves region-
level asynchronous persistence (§II-C), it must wait at each
persistence barrier till all the stores of the prior region are
persisted.

C. Region-Level Persistence Efficiency

LightWSP proposes lazy region-level persist ordering to
hide the persistence latency across its recoveral regions. This
is one of the reasons for its outstanding performance. In this
section, we compare the persistence efficiency of LightWSP
and PPA via the following formula.

Persistencee f f % = ((Tp −Twait)/(Tp))∗100 (1)

Tp is the Persistence Latency without using any optimizing
techniques. For LightWSP, Twait is the waiting time that it must
pay when the WPQ gets full. PPA’s Twait is the waiting time at
each region boundary (persist barrier). Higher efficiency means
that more of persistence latency can be hidden. Figure 8 shows
the efficiency results of LightWSP and PPA. Overall, PPA and
LightWSP achieve an average efficiency of 89.3% and 99.9%,
respectively. Compared with PPA, LightWSP achieves 12.6%
higher region-level persistence efficiency, thus more efficiently
hiding the persistence delay.

D. PSP vs WSP

To demonstrate the superiority of enabling DRAM as cache,
we implement an optimized version of BBB [6] whose per-
formance is close that of Intel eADR [41], [90]. BBB here
behaves like an ideal PSP scheme that does not require heavy
JIT-checkpointing techniques used in LightPC [63]. Figure 9
compares LightWSP to this ideal PSP scheme for memory-
intensive applications and demonstrate the evaluation results.
As shown in the figure, LightWSP incurs an average of
only 3% performance overhead, while the ideal PSP scheme
exhibits a 51.2% performance slowdown on average and up to
260% for libquantum of CPU2006 due to the inability to
use DRAM as LLC.
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CPU2006 CPU2017 STAMP NPB SPLASH3 WHISPER70 70

75 75

80 80

85 85

90 90

95 95

100 100

P
er

si
st

en
ce

E
ffi

ci
en

cy
(%

)

PPA LightWSP

Fig. 8. Region-level persistence efficiency.

lbm

lib
quan

m
ilc

geom
ean

rb tatp

tp
cc

geom
ean

geom
(all)

1.0 1.0

1.2 1.2

1.4 1.4

1.6 1.6

1.8 1.8

2.0 2.0

E
xe

cu
ti

on
S

lo
w

do
w

n

CPU2006 WHISPER

2.6

PSP-Ideal LightWSP

Fig. 9. Slowdown of the ideal PSP scheme and LightWSP for memory-
intensive applications.

E. LightWSP vs cWSP

This section compares LightWSP with the state-of-the-art
work cWSP. For fair performance comparison, we exclude
the NPB benchmark suite as cWSP does not use it. Fig-
ure 10 shows average slowdowns of cWSP and LightWSP
for the remaining benchmark suites. Although cWSP offers
slightly better performance, i.e., an average slowdown of
5.7% compared to LightWSP’s 8.5%, cWSP requires intrusive
hardware modifications to both cores and MCs—for undo-
logging acceleration to mitigate the critical path extension
of every write, as discussed in §II-C. In contrast, LightWSP
leaves the original microarchitecture of cores/MCs as is yet
delivers comparable performance to cWSP.
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Fig. 10. LightWSP vs cWSP.

F. Sensitivity Analysis

1) WPQ Size: As we discussed before in §IV-E, the size
of WPQ can impact the performance. Thus, we conduct a
sensitivity study for different WPQ sizes, i.e., 64, 128, 256,
corresponding to different region sizes 32, 64, and 128; the

size of the front-end buffer remains consistent with the WPQ
size. Figure 11 shows the average slowdown of different WPQ
size configurations, i.e., 64, 128, and 256, for the same set of
benchmark suites used before. Generally, with a smaller WPQ
size, LightWSP shows a higher slowdown, while 256-entry
WPQ demonstrates the best performance. Note that even with
a 256-entry WPQ, its size is only 2 KB, which is significantly
smaller than the 8 KB structure (also battery-backed) used in
prior work [3]. Given that Intel’s eADR [41], [90] battery
already supports the JIT-checkpointing of the entire cache
hierarchy (around 16MB) upon power failure, it would be
possible to enlarge LightWSP ’s WPQ for greater scalability
targeting those applications with huge write intensiveness.
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Fig. 11. Slowdown of different WPQ size configurations.

2) Region Size: We also conduct a sensitivity analysis on
store thresholds while keeping the same WPQ size, i.e., 64.
Figure 12 shows that LightWSP achieves the highest average
performance for different benchmark suites, when the store
threshold is set to half of WPQ size, i.e., 32. This is because
LightWSP achieves a balance between region-level persistence
efficiency and live-out register checkpoint overhead.
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Fig. 12. Slowdown of various store threshold configurations.

3) Cache Eviction Victim Selection: To address the stale
load problem, when a data eviction occurs in the L1 cache,
LightWSP needs to consult the front-end buffer first. If the
buffer has the same data, i.e., buffer conflict, then LightWSP
chooses another conflict-free cacheline (victim) to be evicted.
This may change cache’s LRU replacement behaviors, since
some recently used cachelines may be evicted to prevent
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TABLE II
CONFLICT RATE

Benchmarks CPU2006 CPU2017 STAMP NPB SPLASH3 WHISPER
Conflict Rate 0‰ 0‰ 0‰ 0.0031‰ 0.0012‰ 0.00001‰

stale loads. Thus, we try to explore the performance impact
on different victim selection policies. To be more specific,
we evaluated 3 different victim selection policies, i.e., (1)
LightWSP scans all the cachelines (L1 cache is 8-way thus
we have 8 victims) to find a conflict-free victim (default); (2)
LightWSP only scans only half way through the cacheline
list, i.e., 4 cachelines, for victim selection; and (3) LightWSP
delays the eviction until the corresponding conflicted buffer
entry is flushed, rather than selecting a victim cacheline.
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Fig. 13. Slowdown of different victim selection polocies.

Figure 13 shows the performance results of these 3 vic-
tim selection policies, i.e., full-victim, half-victim, and zero-
victim. The takeaway is that different victim selection policies
do not reveal a significant performance difference. That is
because the buffer conflict rate is very low as shown in Table
II). It highlights that the average conflict rate of all benchmarks
is less than 0.01%—though NPB, SPLASH3, and WHISPER
have some conflicts.
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Fig. 14. Cache miss rat with/without buffer snooping.

To better understand the performance of the three victim
policies, we measure their cache performance in comparison
to that of a special case (stale-load) where L1 cache eviction
does not snoop the front buffer—thus suffering the stale load
problem. Figure 14 shows that cache miss rates of full-victim,
half-victim, zero-victim, and stale-load on average. Overall,
the 3 victim policies show similar miss rates while the state-
load case shows a higher rate—which is clearly observed
in NPB, SPLASH3, and WHISPER; specifically, full-victim,
half-victim, and zero-victim policies reduce the cache miss
rates of these benchmark suites by up to 12.62%, 17.98%,
and 18.05%, respectively.

4) Persist Path Bandwidth: We also explore the impact
of the persist path bandwidth on the performance. Figure
15 shows the results of 3 different bandwidths, i.e., 1GB/s,
2GB/s, and 4GB/s. Basically, with the decrease of the persist
path bandwidth, LightWSP shows a higher slowdown. That
is, the front-end buffer more quickly fills up with lower
persist bandwidth, which exerts back pressure on store buffer,
possibly leading to pipeline stalls.
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Fig. 15. Slowdown of different bandwidth configurations.

TABLE III
CXL CONFIGURATION

Device CXL IP Memory
Technology Max. bandwidth Latency

(read/write)
CXL-I Hard IP DDR5-4800 38.4 GB/s 158ns/120ns
CXL-II Hard IP DDR4-2400 19.2 GB/s 223ns/139ns
CXL-III Soft IP DDR4-3200 25.6 GB/s 348ns/241ns

CXL-PMEM Simulation Intel Optane read:6.6 GB/s
write: 2.3 GB/s 245ns/160ns

5) The Number of Threads: This section presents
LightWSP’s performance with different number of threads (8,
16, 32, and 64). Figure 16 illustrates the results with a fixed
WPQ size of 64. As the number of threads increases, the run-
time overhead also increases. That is because more threads
cause a higher contention on the shared WPQs, resulting
in more front-end buffer stalls. With more threads, we also
see more WPQ overflow. Despite, the WPQ overflow rate is
low—1.9 overflows per 10000 instructions under a 64-thread
case. The overflow rate can be reduced by 5.22x by enlarging
the WPQ to 256. In addition, for vacation application in
STAMP, we use low-contention input for 8 threads and high-
contention input for other thread numbers, we do not see clear
performance degradation when using high-contention input—
around 13% run-time overhead at 8-thread and around 14%
run-time overhead for other thread numbers.
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Fig. 16. Slowdown of different thread count configurations.

6) CXL-based LightWSP: Compute Express Link (CXL)
emerges as a promising high-performance interconnection
technology, offering an alternative approach to using NVM
as main memory without going through Intel’s integrated
memory controller (iMC) as in Optane’s memory [24], [74],
[78]. Therefore, this section explores LightWSP’s performance
when CXL is used to connect the persist path to NVDIMM—
that can save DRAM contents upon power failure with battery
power—or persistent main memory (PMEM). We evaluate four
distinct CXL configurations shown in Table III; the first three
CXL NVDIMM devices are modeled with parameters drawn
from a recent study [94], while the fourth configuration is a
CXL-based PMEM device with applying additional 70ns CXL
interconnect latency [64]. Figure 17 shows the results, across
various configurations. It highlights that LightWSP works well
with CXL technologies, causing an average run-time overhead
of less than 16%.
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Fig. 17. Slowdown of different CXL configurations.

G. Other Analyses

1) LLC Cache Miss Handling: As mentioned in §IV-H,
for LLC load miss, LightWSP simultaneously loads the data
from PM and conducts a WPQ search in case the newest data
is resident in the WPQ. In case of a WPQ hit, LightWSP
has to postpone its PM load until the hit entry is committed
to PM. To assess the potential performance impact of this
technique, we evaluate the hit rate on the WPQ under our
default configuration. As depicted in Figure 18, the WPQ
hit rate is very low. Across all the benchmarks evaluated,
the average WPQ hit rate is only 0.039 hits per million
instructions, indicating a minimal performance impact due to
the waiting delay upon a WPQ hit.
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Fig. 18. WPQ hit rate.
2) Front-End Buffer/WPQ Search Overhead: As discussed

in IV-G and IV-H, LightWSP consults the front-end buffer
and WPQ on L1 cache eviction and LLC miss, respectively.
This requires CAM (content-addressable memory) searching.
To this end, we use CACTI 7.0 [8] with 22 nm technology to
calculate the search delay of both the front-end buffer and
the WPQ under 64 entries and an 8-byte granularity. The
simulation results highlight the low latency of searching the
front-end buffer and the WPQ, i.e., 0.99ns (2 cycles).

3) Instruction Count and Region Statistics: We compare
the dynamic instruction count of LightWSP and the baseline.
On average, compared with the baseline, LightWSP incurs
7.03% more instructions mainly due to its checkpoint stores.
Additionally, LightWSP’s average instruction count per region
is 91.33 while the average store count per region is 11.29.

4) Hardware Cost Analysis: This section analyzes
LightWSP’s hardware cost and compares it to PPA and
Capri. LightWSP’s front-end buffer holds 8-byte entries with
a default capacity of 64 entries, totaling 512B. This is fully
covered by Intel’s 1KB WCB [46]. The WPQ size is also
512B, which aligns with practical configurations in iMC,
and does not incur additional hardware cost. MC’s hardware
overhead is a 2B flush ID per MC. Therefore, in our 8-core
configuration with 2 MCs, the hardware cost of LightWSP
is near zero, amounting to only 0.5B per core. In contrast,
PPA incurs 337B overhead per core due to hardware support
for facilitating its store integrity. For Capri, its hardware cost
is notably more substantial than PPA, i.e., 54KB per core.

VI. RELATED WORK

Many different schemes have been proposed to provide
data persistence and crash consistency. Among these schemes,
some only consider partial-system persistence (PSP) which
persists only the stores of user-defined regions of code [3], [6],
[9], [12], [25], [28], [35], [37], [48], [51], [56], [66], [71]–[73],
[76], [77], [82], [83], [85], [86], [88], [92], [99], [100], [103],
[104], [113]. However, PSP often requires dedicated interfaces,
such as persistent transactions, which are difficult and error-
prone, thus burdening programmers. Also, software-based PSP
work usually leverages write-ahead-logging (WAL) at each
transaction, causing non-trivial performance overhead. In par-
ticular, to guarantee the correct persist order, flushes/fences
are often introduced which places the logging operations on
the critical path thus incurring excessive CPU stalls. While
some hardware-based WAL [30], [52], [55], [84], [93] can
overlap the logging latency with the execution of subsequent
instructions, they still suffer high delay for the synchronization
of the persist operations at each transaction end.

LightWSP is not the first to use a separate path to achieve
data persistence. Some of work [3], [35], [51], [53], [100],
[110] also utilize a separate persist path. However, most of
their paths are connected from L1 cache to PM. Their common
problem is write amplification causing non-trivial bandwidth
pressure on the data path. That is because every 8-byte store
generates substantial 64-byte traffic over the path. Instead,
LightWSP leverages the non-temporal data path that conveys
8-byte data being stored down to PMEM bypassing the cache
hierarchy, thus reducing the bandwidth pressure by 8x.

Finally, previous research has also explored the use of
battery-backed buffers to achieve crash consistency [3], [6],
[26], [35], [41], [53], [56], [81], [100]. However, some ap-
proaches within this spectrum entail substantial battery re-
quirements. For instance, Intel’s eADR [41] and Viyojit [56]
are typical examples that necessitate a considerable battery
size. Besides, other methodologies demand extensive hardware
modifications to ensure their correct persist order, such as
cache tag extensions (e.g., LAD [35] ) or alterations to cache
coherence mechanisms, as observed in prior work such as
TSOPER [26] and BBB [6]. In contrast, LightWSP only needs
minor modification on its MCs (e.g., flush ID), and they
demand only a small battery considering the small WPQ size.

VII. CONCLUSION

This paper presents LightWSP, a lightweight yet performant
whole-system persistence (WSP) scheme. LightWSP compiler
partitions program into a series of regions whose boundary
serves as a recovery point. For efficient persist ordering
between the regions, LightWSP proposes lazy region-level
persist ordering that completely hides their persistence latency.
Overall, LightWSP incurs a 9.0% average run-time overhead
with near-zero hardware cost, bringing WSP closer to practice.
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